
=Image Reconstruction

Setup :
-

y = Hx
+ n

- yeth measured data

MXN
- Her discretized forhad model

- XeRN discretization coes. of

of sore ana log object
seLYRY)

-neRM additive measurement noise .

Geal: Give y , reconstruct X .

& How did we try to solut this problem?

At Least-Squares and variants



LeastSquares 5(x)
u

min Ily-Hall?
XERN

2 How did we solve this optimization

problem ?

1: Iterative approach :

*
w+ 1

= XX
- MHT(HX= y) , k=0,,,,...

whereXo was arbitrary , OCML
Lasttime : We proved that

xx- X
*
asN+ b

,

where ** is a solution to

min 112-Hulle .

XERN



2: How did we derive this itation ?

A: Examined=

J(T = (y - Hx)T(y - Hx)

= y
+

y - yTHx - xiHiy + XTHTHx

= - 2xTHTy + XTH
+Hx

8= - 2Hy +2Hx

=> Every solution must satisfy
HTHX = Hey "normal equations"

Heuristic-BasedIterative Procedure
-

Given an initial "gress" to
,

define the error rector :



e = Hvo - HTY
Try to reduce the error by considering

X1 = Xo-Me , Moo is the

Step size (or,
learning rate)

Then
,
we can repeat this process :

X N+ 1
= Xx - MHT(H Xx -y)

This is called the "Landweber itation"

Remark : It turns out that this is a

-

special case of"gradient descent".

2 How do we minimize general
functions J : RV-R ?

2 : Can we hope to minimize gener-

functions 5 : RN -> A ?



Exercise :

g
⑬

& y
Which ones are "easy" to
minimize ?

#: D & D

& What is the common property ?

A:Convexity



-nuxFunctionsa
is said to be

-

convex its fer all VERN
and Xe [0 , is

X J(xi) + (1-x) 5(xe) > 5(xx, + (1- xi +)
5(x) the line

connecting
-

J(x1) & J(r)N⑫
is "above"-

-xY
-2

All minima of a concer function

are global minima

I↳
non uniquewara globin



Es: Negative gradientways
points towards global minimal

Convexity and Gradients
-

↑ 5 (x
,
) + (1-x)5(X) > 5(xX + /1-y) Xo)

=> 5(r 2
, 5(rs+

5 (xo + >(x -Xo)) - J(xo)
-

X
& What happens when I -0 ?

51x)7/51
Dcr-vosJ(x0)

=>> J lies "above" all its targets

#



-GradietDescrth
an initial

guess to.

② Iterate

xx+ = xx -y=
where U2O is the step size/

learning rate.
868 : For conver functions

, GD with-

sufficiently small step sizes will

convege to a global min.

U..



Exercise : Write down the GD
-

itration for the least-squares
problem :

min lly-Halle
XERN-

5(x)

= -2+T
= 2HT (HX - 7)

The GD itration would be :

-w+
= ya - -(2+(++A - y)]
= XX - 25HT(HX - Y)
z

M

Obs :Same as the Landweber iteration
.-



egularization
min 14-Hx/l2 +R(x )

,
$20

.

VERN

· R(x) is called a regularize and it

allows us to inject any prim
knowledge about X inte the

optimization problem.

·x is the regularization parameter
and controls theength of the
regularizer·

Exercise: suppose we knew
,
a priori ,

that X
,
and to was always 8.

How could we encode that knowledge
into R(A) ?



One possibility :

R(x) = R/[]) - So it
ta

three eras of regularizers for image
reconstruction

& RI = /Lyl: pre 1990

② R( : //LXI, 1998-2015

③ R(X) is learned from data
how

using deep learning

mark: Solving
min 117 - Hx/l,

"

+ X R(x)

XERN

is very Slow ...



"rainget
enin

↓

CareStudy: l-norm Regularization
min Ily-Hall" + XIII XII,
NEIN

Thoughtexperiment: Suppose L=1 .
What is the effect of peralizing III ?

I#
penalizing the # of nonze entries of >

"Sparsity"



Commen Choices of L :

D L is a discute gradient
- TV regularization
118XII

,
is the total variation

ex

② L is a discrete wandet transform
(Duf)

- IIW XII
,
= good model for
natural images

- ECE2SIC

Focus on otopra Dur :
WTW =WWE= I

min lly-Helli + XIIwall,
XERN

0 = WX

X = WT p

A = HWT



We can focus on :

min lly-Al + > 11011,
HERN

2 : Does something seem weird ?-

Obs : 11011
,= 10/

-

1Oul not diferentiable
a+ 0 !*

1 In 20

loul = Sundefied , Ona
-1
,
on0

Subgradient/suddifferential #
↳ Inl = Sa any linethat

- 1 On co toucles 8 and lies
below Ital is a
subgradientRemart : Can use subgradients in place of gradients.-



-pecialCase : If A :1
,
then deveisingi

lly-All? + XIIIII

= -P+ x]
decoupled => optimize ten-by-ten

consider the scolar optimization problem :
min (y-02 + X 101
DER-

5(0)
Exercise : Find an expression for a-

minimize& this optimization problem.
Need to clesk when

0 25(8) -
Case D: O

8 = zop =
2(-y) + xsgn(t)



if & <o , then

0 = 28 - 2y - y

- f = y + 1 =y = E = y- gulp2

if 830 , then

8 = 28 - 2y + x

* = y- = y20 = 0 = y - synly)]
if 8 -o

,
then

of - 2y + x[- 1
, 13

8 + - y +[]
ye[-[] => 131



&Sisguly)maxi

#
Iterative Soft-Thresholding Algorithm (ISTA)-
Leal: Efficiently solve

min ly-APle+ XIRI,
DERNu um

ISTA :
error

reg
D initialize Po

② I teate :



GD : + = 0
.
- MATLAOk-y)

St : Orti = Egn (Ontmaxo, lotil - A
Remark : GD is reducing the errer-

St is reducing the reg.

If MC2-ite P- **
EY(A)

hethan
-

D Enti = Or-MAT(APA -y)

② Prel = arymin 11-Oll2 + MX10II,
O

DEasi is a gradient Step
② isadeisingstep



Proximal Gradient Methods
-

&eal : Efficiently solve

min (ly-API + RCP)
DERN

Proximal Gradient Descert
-

① Enti = Ox-MATAPr-y)

②

P minIMMR is
↑ denoiser

26S : ISTA is a special case of-

proximal gradient descent.



Any-and-PlayCPnP) Methodsl)

-everidenWe had
acsa

& (vi, Y:73
,

where each Xi is a noise-free

image and each
y : is a

noisy image
(can also greate data easily with
noise-free images) .

Setup : Train a neural network
-

to learn how to denoise
images.

Let D : RV eRV be the NN.

PuP itration
-

Enti = Or -MAT(AO -y)

Pit = D(Ent)


